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**Prologue**

From the title above, you’re probably expecting a spectacularly explosive treatment of the topic with bare-knuckle, mano-a-mano fights, motorcycle and car crashes, SWAT teams smashing through doors, and acrobatic high-speed chases on the Las Vegas Strip. Wait! That sounds more like a day in the life of Jason Bourne. That’s not exactly journal fare. What were you thinking?

**Bubbling Student Outcomes**

Instead, this article will bludgeon you with pointed statistical issues and psychometric standards introduced in my JFD article two years ago, give or take a day or two (Berk, 2014). That prequel dealt with whether student outcomes should be used as one among 15 possible sources of evidence in formative (teaching and course improvement), summative (annual review, contract renewal, promotion & tenure, teaching awards), and program evaluation decisions (accreditation and accountability). I forgot the title. It was something like “Should Student Outcomes Be Used to Evaluate Teaching?”

Recently, student outcomes have bubbled to the top of debates about how to evaluate teaching in community and liberal arts colleges, universities, and professional schools, but even more international attention has been riveted on how outcomes are being used to evaluate teachers and administrators K–12 (Harris, 2012; Rowen & Raudenbush, 2016; Sawchuk, 2014). It remains a bubbling cauldron of controversy. Since 2014, the bubbling continued with some clarification of the issues, numerous research studies in the public sector, and several significant publications and policy statements that can guide current practices.

**The Wonder Years**

If you have wondered what has happened over the past few years, or maybe not, this article is intended to update you on those “wonder years.” It will not repeat information from the prequel because that would upset my editor and waste your time. This one will be more narrowly focused on the technical options available. It will also unspool the requirements that an institution can use to measure student outcomes and extract the teacher’s contribution to those outcomes as one source of evidence to evaluate teaching and the instructional program. In other words, this article is the sequel to the prequel. (QUESTION: Don’t they sound more like cold remedies than articles? Take 2 tablespoons of Sequel® every 6 hours.)

[SUGGESTION: I recommend you peruse the prequel to gain a perspective on the policy, psychometric, and legal issues involved with student outcomes. As a dedicated educator, it’s what you do. If you want to save 15% or more on car insurance, switch to GEICO®. It’s what you do. We now resume this prologue already in progress.]

The prequel ended with recommendations for using student outcomes in formative, summative, and
These high-stakes decisions are still made because of the greater information it provides. Scores. The former is regarded as superior to the latter performance at one point in time with a threshold or cut achievement tests, instead of growth. It is significant that these requirements specify tenure, and certification (U.S. Department of Education, 2009). It is regretted that states and school districts applying for grants must incorporate measures of student achievement into teacher evaluations to make “high stakes” summative decisions and, “at a minimum,” use those evaluations to make “high stakes” summative decisions about compensating, promoting and retaining teachers (U.S. Department of Education [USDOE], 2009, 2010). At the beginning of 2016, student outcomes were embedded in law or regulations in 42 states and the District of Columbia (Sawchuk, 2016).

USDOE Requirements

The USDOE federal review required districts: (1) to measure student growth, (2) to design and implement evaluation systems that include multiple rating categories that take into account data on student growth, (3) to evaluate teachers and principals annually and provide feedback, including student growth data, and (4) to use these evaluations to inform decisions about professional development, compensation, promotion, retention, tenure, and certification (U.S. Department of Education, 2009). It is significant that these requirements specify growth of student outcomes, captured by standardized achievement tests, instead of status which indicates performance at one point in time with a threshold or cut score. The former is regarded as superior to the latter because of the greater information it provides.

Institutional Accountability and Accreditation

In higher education, there are mandates for student outcome data by state legislatures and accreditation review boards. Such data are so tantalizing and intuitively appealing for accountability and accreditation that student outcomes are being adopted or given serious attention at hundreds of institutions. More than 1500 administer the National Survey of Student Engagement, while others use the Student Assessment of Their Learning Gains, Transparency in Learning and Teaching Survey, and ETS Proficiency Profile (see Berk, 2014, for details). Student outcomes have even been recommended in place of student ratings to evaluate teaching (Weinberg, Fleisher, & Hashimoto, 2007). That takes us smoothly into the...

Pushback against Student Outcomes

Policy Makers & Educators

There is considerable disagreement, skepticism, and conflict among policy makers and educators, especially statisticians, about whether the research evidence on value-added models (VAMs) that measure student growth is sufficient to justify their systematic use for high-stakes decisions to evaluate teaching (American Statistical Association, 2014; Amrein-Beardsley, 2014; Ballou & Springer, 2015; Chetty, Friedman, & Rockoff, 2014; Darling-Hammond, 2015; Darling-Hammond, Amrein-Beardsley, Haertel, & Rothstein, 2012; Glazerman et al., 2010; Guarino, Rechase, & Wooldridge, 2015; Haertel, 2013; Harris & Herrington, 2015; Hill, Kapitula, & Umland, 2011; Johnson, 2015; National Research Council, 2010; Raudenbush, 2013; Ravitch, 2009; Rothstein, 2010). The primary target of resistance has been the use of VAMs for summative decisions and the consequences of those decisions on teachers and students rather than for formative and program decisions.

AFT, NEA, & Teacher Resistance

In response to the federal requirements of RTTT, American Federation of Teachers President Randi Weingarten (Weingarten, 2014) called for an end to using VAM as a component of teacher evaluations (Sawchuk, 2014). The National Education Association (Walker, 2014) questioned the relationships between teaching quality and VAMs. Several studies have indicated that teachers distrust VAM in favor of classroom observations (Eger, 2014; Goldring et al., 2015; Jiang, Sporte, & Luppescu, 2015). This resistance also prompted more than a dozen lawsuits (Sawchuk, 2016). The problems associated with the technical issues and statistical inferences about teacher performance from student performance K-College have taken on increasingly intense interest.
**Impact of the Pushback**

As educators at all levels were being drawn into the vortex of this pushback and the stakes increased, the support for VAM continued to fall (Harris & Herrington, 2015). The cumulative impact of the resistance from so many credible sources contributed to the passage of the Every Student Succeeds Act (ESSA) at the end of 2015 (U.S. Department of Education, 2015), which stated that student outcomes are no longer required in the evaluation of teachers (Klein, 2016). Outcome measures are not a necessary ingredient to receive federal funds in the design and implementation of a teacher evaluation system. ESSA now allows states to decide whether and how to evaluate teachers with or without test scores (Amrein-Beardsley, 2015).

With 42 states already committed to student outcomes tethered to their evaluation systems (National Council on Teacher Quality, 2015), what will happen next? It is totally at the states’ discretion. With the previous federal mandate lifted, ESSA will affect the use of VAMs in K–12 (Amrein-Beardsley, 2016) and, probably, in higher education.

Given that status report, is VAM redeemable in those applications? What does the most recent research reveal about what VAM can and cannot do to improve our knowledge about student growth and its use for personnel decisions about teachers? Let’s examine the definition of VAM and then the evidence on the validity and reliability of VAM scores. Is there a comprehensible...

**Definition of Value-Added Models (VAMs)**

Just how do you cleanly extract the teacher’s contributions to his or her students’ outcomes? That’s the *raison d’être* (a Greek phrase meaning literally, “there’s a raisin in your nose”) for this article. *Value-added models (VAMs)* are intended to predict the “*value a teacher adds to student achievement growth.*” In other words, how much do teachers influence their students’ outcome performance beyond the factors that are not within their control?

VAM is the rubric for a variety of true value-added and student growth models. It does not provide information on why students grew or how they could improve their growth. [NOTE: VAM is actually a family of statistical models (Braun, 2015). I bet you thought that statistics don’t have families with children, grandchildren, mothers-in-law, and pets. They do. They just keep their personal lives private and don’t share on Facebook. You can find them on LinkedIn.]

The technical definition of VAM in the *Standards for Educational and Psychological Testing* (AERA, APA, & NCME Joint Committee, 2014) is as follows:

> Estimating the contribution of individual schools or teachers to student performance by means of complex statistical techniques [that would make nonstatisticians throw up] that use multiple years of student outcome data, which typically are standardized test scores. (p. 225)

I hope that clears things up. Kidding. Based on the most recent research, there are several VAMs that aggregate students’ achievement growth to measure pre-post change: (1) gain-score based models which aggregate pre-post difference scores (Berk, 2014), (2) transition-based models which compute aggregate changes in performance over two or more years (Braun, 2005), (3) student growth percentiles-based models which compute the mean or median percentiles aggregated across students (Betebenner, 2008, 2011), and (4) value-added measures-based models which establish current test scores based on previous test scores along with demographic characteristics to isolate the teacher’s impact (Harris, 2011, 2013b). The last-named has received the most attention in the literature; but it is also the most difficult to apply in practice. VAM was briefly described in the prequel. Now it’s time to examine the...

**Validity and Reliability of VAM Scores**

**Extraneous Factors Contaminating VAM Scores**

The validity depends on how well the particular VAM adjusts for other factors that might systematically affect or bias the teacher’s VAM score. Those factors create a statistical quagmire. The factors that vary across classrooms in each application are the most problematic. If they are not controlled, they will be systematic errors in the VAM score. Those that do not vary are not sources of bias; they are random errors that would average out.

Our hero identified more than 50 potential extraneous factors in K–12 (Berk, 1988, 1990) and 40 at the college level (Berk, 2014) related to characteristics of students, courses, and outcome measures. Darling-Hammond (2015, p. 133) compiled a list of more than 20 factors related to the school, prior teachers, peer culture and achievement, differential summer learning gains and losses, the home environment, and individual student needs, health, and attendance.

**Teacher’s Contribution to VAM Score**

The key question is: “When is this article going to end? BOOOORING!” Wait! There’s another question: With all of the factors that can affect student performance, can we pinpoint how much the teacher contributes? Yes. There are a few recent estimates based on
research in grade levels K–12. The American Statistical Association (2014) reported that “Most VAM studies find that teachers account for about 1% to 14% of the variability in test scores” (p. 2). YIIKES! Can you believe that? Me neither. That means that the majority of variation in scores is attributable to the numerous factors outside of the teacher’s control.

Ironically, although the teacher contributes a smidgen of the variance, the VAM score typically is weighted 30%–50% in his or her evaluation, with equal or greater weight given to classroom observations (Goldhaber, 2015; Harris, 2014; Johnson, 2015). Those weights attached to a single score are disproportionately too high compared to the teacher’s contribution and the decisions being made (American Statistical Association, 2014).

**Technical Issues**

But the statistical plot thickens when we consider the following characteristics that affect VAM scores:

1. There are large standard errors (aka low reliability) associated with VAM scores (Ballou & Springer, 2015; Harris, 2011; Harris & Herrington, 2015; Raudenbush & Jean, 2012).

2. Different achievement tests yield different VAM scores (Lockwood et al., 2007; Papay, 2011; Rothstein, 2011).


4. Different time increments yield different longitudinal VAM scores (Goldhaber, 2015; Goldhaber & Hansen, 2013; Kane et al., 2013; Loeb, 2013).

5. Different statistical models yield different VAM scores for up to 50% of the teachers (Briggs & Domingue, 2011; Goldhaber, Gabele, & Walch, 2013; Newton, Darling-Hammond, Haertel, & Thomas, 2010; Sass, Semykina, & Harris, 2014).

6. VAMs rarely adjust for more than a few nonteacher factors that could bias the score, e.g., prior achievement and demographic characteristics of students (Ballou, Mokher, & Cavalluzzo, 2012; Ballou, Sanders, & Wright, 2004; Goldhaber, 2015; Johnson, 2015).

7. There are unintended consequences of using VAMs to make personnel decisions about teachers, e.g., pernicious teacher practices, such as teaching to the test, and undermining collaboration among teachers (American Statistical Association, 2014; Johnson, 2015; Raudenbush, 2014b; Raudenbush & Jean, 2012).

To what extent do these 48 technical issues (WAKE-UP CALL: Just checking if you’re still awake.), I mean seven issues generalize to the college classroom and decisions about faculty? The statistical issues and psychometric limitations are virtually identical. The actual effects could be different. There is greater variability across K–12 students and teachers and the factors that can affect their performance than among college students and faculty.

However, when VAM is applied to either K–12 or higher education, there are two indisputable technical conclusions: (1) VAM scores are inaccurate, biased, and unstable due to several intractable problems, and (2) the “teacher effect” usually inferred from the scores is actually more of a “nonteacher effect.” High-stakes decisions will result in errors in teacher performance classification and may inappropriately focus on the value-added measure to the exclusion of others (Goldhaber, 2015; Klees, 2016; Raudenbush & Jean, 2012).

**Should You Use VAM?**

With all of these weaknesses of VAMs and the cautions about their application to evaluate teaching, how do you navigate through this maelstrom of confusion? Should you use VAM? The answer is teetering precariously between “no” and “under certain conditions.” There is consensus that VAM scores should not be used alone to make any high-stakes decisions about teachers. If you want to travel the bumpy, serpentine road of student outcomes, there are professional standards and requirements you can follow to proceed with VAM scores as one source of evidence in combination with other sources to evaluate teachers. Let’s review the...

**Standards for Using VAM**

There are three earth-shattering, mind-numbing, Pulitzer-prize potential publications that provide a thick layer of understanding, caution, and guidelines on the use of VAM beyond that already conveyed in the prequel: (1) the most recent revision of the Standards for Educational and Psychological Testing (AERA, APA, & NCME Joint Committee, 2014), (2) an executive summary policy statement by the American Statistical Association (2014), and (3) a policy statement by the American Educational Research Association Council (2015) on the scientific and technical requirements for using VAM to evaluate educators. I read them so you don’t have to. A CliffsNotes® version will be presented here.

These documents synthesized the research, statistical and psychometric issues, and policy arguments into standards and statements to guide practices in K-College applications. They lend gravitas (DERIVATION: a French word derived from “grav,” meaning “order,”
and “itas,” meaning “the zucchini.”) to the significance of VAM in educational practice. In fact, most of the technical problems and standards described in Berk (2014) have been codified into formal specific requirements by two national professional associations: American Statistical Association and American Educational Research Association.

**Standards for Educational and Psychological Testing**

In the seventh edition of the *Standards* (AERA, APA, & NCME Joint Committee, 2014), the critical standard for the use of a test for high-stakes employment decisions (Standard 11.3) still specifies that “a close link be demonstrated between test content and the job or professional/occupational requirements” (p. 178). Student outcome measures do not satisfy that standard or those in the *Personnel Evaluation Standards* (Joint Committee on Standards for Educational Evaluation, 2009).

There is also a new standard explicitly addressing the use of VAM (Standard 13.2). In the context of evaluation and accountability, it states that statistical models, such as VAMs, should be described and justified with evidence of their appropriateness for the inference that a teacher’s effectiveness improves student achievement. Decisions regarding what variables to include in such models should be informed by empirical evidence regarding the effects of their inclusion or exclusion (p. 213). This standard specifies the technical requirements, use, and reporting of VAM and any scores or indices that result.

**American Statistical Association (ASA) Statement**

The American Statistical Association (2014) issued a set of recommendations for the use of VAMs:

1. The ASA endorses wise use of data, statistical models, and designed experiments for improving the quality of education.
2. VAMs are complex statistical models, and high-level statistical expertise is needed to develop the models and interpret their results.
3. Estimates from VAMs should always be accompanied by measures of precision and a discussion of the assumptions and possible limitations of the model. These limitations are particularly relevant if VAMs are used for high-stakes purposes.
   a. VAMs are generally based on standardized test scores, and do not directly measure potential teacher contributions toward other student outcomes.
   b. VAMs typically measure correlation, not causation: Effects—positive or negative—attributed to a teacher may actually be caused by other factors that are not captured in the model.
   c. Under some conditions, VAM scores and rankings can change substantially when a different model or test is used, and a thorough analysis should be undertaken to evaluate the sensitivity of estimates to different models.
4. VAMs should be viewed within the context of quality improvement, which distinguishes aspects of quality that can be attributed to the system from those that can be attributed to individual teachers, teacher preparation programs, or schools. The majority of opportunities for quality improvement are found in the system-level conditions. Ranking teachers by their VAM scores can have unintended consequences that reduce quality.

**American Education Research Association (AERA) Council Statement**

Following the ASA Statement (2014) and the revision of the *Standards* (AERA, APA, & NCME Joint Committee, 2014), AERA (2015, pp. 449–451) published their own statement of eight technical requirements that must be met for the use of VAM.

VAM scores:

1. must only be derived from students’ scores on assessments that meet professional standards of reliability and validity for the purpose to be served;
2. must be accompanied by separate lines of evidence of reliability and validity that support each claim and interpretative argument;
3. must be based on multiple years of data from sufficient numbers of students;
4. must only be calculated from scores on tests that are comparable over time;
5. must not be calculated in years or for subjects where there are not standardized assessments that are accompanied by evidence of their reliability and validity;
6. must never be used alone or in isolation in educator or program evaluation systems;
7. and the evaluation systems in which they are included must have ongoing monitoring for technical quality and validity of use;
8. and accompanying evaluation reports and determinations based on VAM must include statistical estimates of error associated with student growth measures and any ratings or measures derived from them.
Conclusions and Recommendations

What have we learned? Are value-added models a flash in the VAM? Maybe we’re being VAMboozled (Amrein-Beardsley, 2016). After unspooling the story of VAM, there can’t be a happy ending. It’s like the end-of-season finales of TV drama series. Of course, those seasons are only three weeks long now so the shocking final episode isn’t really that shocking. VAM’s season is a little longer between the pre- and posttesting to estimate.

Conclusions

The conclusions from the prequel still hold for the sequel. What’s changed is the track record of VAM applications and research and the professional recommendations for executing them. Even statistically rigorous uses of VAM can’t control for (1) standardized achievement tests in college courses that are not sensitive to course content and teaching methods, (2) no available standardized tests for most courses to compute VAM scores, and (3) intractable student, course, and measurement factors that affect achievement (Berk, 2014; Klees, 2016).

Ironically, some of the most serious problems are not attributable to the statistical model per se, but, instead, to the quality of the data input and the data not input. This is the equivalent of the “whodunit” in a murder mystery. Here it’s the data that committed the crime; not the statistic. There are both crimes of commission and omission that ultimately weaken the validity and reliability of the VAM scores or render them impossible to estimate.

Top 10 Recommendations

Based on what we know now about VAMs, how should you proceed if your institution wants to use student outcomes to evaluate faculty and your instructional program? Here are my top 10 recommendations:
1. Specify your decisions (formative, summative, and program) and then pick the best sources of evidence for those decisions (Berk, 2006, 2013b).
2. DO NOT use just one source for any decisions—all sources are fallible in different ways, so any single source may yield inaccurate and biased information.
4. Triangulate VAM scores with the ratings from other sources to provide a more complete and accurate evidence-based profile of teaching performance than any one source (Berk, 2005, 2006, 2009, 2013a, 2013b).
5. Use only measures (tests, scales, questionnaires) that meet technical and legal standards for appropriate levels of reliability and validity.
6. Standardized tests, such as ETS Proficiency Profile and professional licensure and certification tests, used as achievement outcome measures are unrelated to the curriculum and instruction in any single college course (Berk, 2014); consequently, they may be applicable for program decisions only.
7. VAM scores cannot be estimated in courses for which there are no appropriate standardized tests available.
8. Follow the specific Standards (AERA, APA, & NCME Joint Committee, 2014) and ASA (2014) and AERA Council (2015) requirements for designing and executing VAMs and computing and interpreting their scores.
9. Student outcomes (teacher-made tests, standardized tests, perceived learning measures) using VAM scores or other growth measures may be used with CAUTION by faculty for formative decisions, faculty developers for professional development programs, and administrators for program evaluation and accreditation in conjunction with other sources.
10. Student outcomes should NOT be used for high-stakes employment decisions about part-time and full-time faculty and administrators, such as hiring, firing, contract renewal, promotion, demotion, tenure, merit pay, and teaching awards.

BOTTOM LINES: As Cassius once said before eating a Caesar salad, “The fault, dear educators, is not in our VAM, but in ourselves, that we are not able to input the right data” (Julius Caesar, Act 1, Scene 2, Lines 140–141).
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The goal of the book is simple: To improve student achievement by helping teachers implement active learning strategies in the classroom. To begin, consider the following two questions in relation to your own classroom:

1. Are your students actively engaged throughout the entirety of your daily lessons?

2. Are students meeting your highest expectations regarding achievement?

If you answered ‘no’ to either or both of these questions, you are not alone. Classroom teachers at all levels are challenged with low student engagement, resulting in low student achievement. Numerous studies indicate a positive correlation between engagement and achievement. For this reason, the teacher is the most important component of the learning process, as he/she is ultimately responsible for creating an atmosphere conducive to student achievement.

Active Learning has proven to be one of the most important tools for engaging students, promoting skills in motivation, higher-order thinking, communication, creative thinking, and problem-solving. Most teachers agree that these skills are essential for increasing student achievement; however, these skills are difficult to foster in the traditional ‘sage on a stage’ model. Educators must learn to adopt a new ‘guide on the side’ teaching paradigm whereby traditional instruction is supplemented by active learning strategies.
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