Top five flashpoints in the assessment of teaching effectiveness

RONALD A. BERK
Johns Hopkins University, USA

Abstract

Background: Despite thousands of publications over the past 90 years on the assessment of teaching effectiveness, there is still confusion, misunderstanding, and hand-to-hand combat on several topics that seem to pop up over and over again on listservs, blogs, articles, books, and medical education/teaching conference programs. If you are measuring teaching performance in face-to-face, blended/hybrid, or online courses, then you are probably struggling with one or more of these topics or flashpoints.

Aim: To decrease the popping and struggling by providing a state-of-the-art update of research and practices and a “consumer’s guide to trouble-shooting these flashpoints.”

Methods: Five flashpoints are defined, the salient issues and research described, and, finally, specific, concrete recommendations for moving forward are proffered. Those flashpoints are: (1) student ratings vs. multiple sources of evidence; (2) sources of evidence vs. decisions: which come first? (3) quality of “home-grown” rating scales vs. commercially-developed scales; (4) paper-and-pencil vs. online scale administration; and (5) standardized vs. unstandardized online scale administrations. The first three relate to the sources of evidence chosen and the last two pertain to online administration issues.

Results: Many medical schools/colleges and higher education in general fall far short of their potential and the available technology to comprehensively assess teaching effectiveness. Specific recommendations were given to improve the quality and variety of the sources of evidence used for formative and summative decisions and their administration procedures.

Conclusions: Multiple sources of evidence collected through online administration, when possible, can furnish a solid foundation from which to infer teaching effectiveness and contribute to fair and equitable decisions about faculty contract renewal, merit pay, and promotion and tenure.

Introduction

FLASHPOINT: a critical stage in a process, trouble spot, discordant topic, or lowest temperature at which a flammable liquid will give off enough vapor to ignite.

If you have read any of my previous articles, you know I have given off buckets of vapor. For you language scholars, “flashpoint” is derived from two Latin words, “flashus,” meaning “your shorts,” and “pointum,” meaning, “are on fire.”

Why flashpoints?

This article is not another review of the research on student ratings. It is a state-of-the-art update of research and practices, primarily since 2006 (Berk 2006; Seldin & Associates 2006; Arreola 2007), with specific TARGETS: the flashpoints that have emerged, which are critical issues, conflicts, contentious problems, and volatile hot buttons in the assessment of teaching effectiveness. They are the most prickly, thorny, vexing, and knotty topics that every medical school/college and institution in higher education must confront.

These flashpoints cause confusion, misunderstanding, disension, hand-to-hand combat, and, ultimately, inaccurate and unfair decisions about faculty. Although there are many more than five in this percolating cauldron of controversy, the ones tackled here seem to pop up over and over again on listservs, blogs, articles, books, and medical education/teaching conference programs, plus they generate a firestorm of debate by

Practice points

- Polish your student rating scale, but start building multiple sources of evidence to assess teaching effectiveness.
- Match your highest quality sources to the specific formative and summative decisions using the 360° MSF model.
- Review current measures of teaching effectiveness with your faculty and plan specifically how you can improve their psychometric quality.
- Design an online administration system in-house or out-house with a vendor to conduct the administration and score reporting.
- Standardize directions, administration procedures, and a narrow window for completion of your student rating scale and other measures of teaching effectiveness.
faculty and administrators more than others. This contribution is an attempt to decrease some of that percolating and popping.

Trouble-shooting flashpoints

If you are currently using any instrument to measure teaching performance in face-to-face, blended/hybrid, or online courses, then you are probably struggling with one or more flashpoints. This article is a “consumer’s guide to trouble-shooting these flashpoints.” The motto of this article is: “Get to the flashpoint and the solution.”

This is the inauguration of my new PBW series on problem-based writing. Your problems are the foci of my writing. The structure of each section will be governed by the PBW perspective:

1. Definition: Each flashpoint will be succinctly defined.
2. Options: The options available based on research and practice will be described.
3. Recommended Solution: Specific, concrete recommendations for faculty and administrators will be proffered to move them to action.

There does not seem to be any short-cut, quick fix, or multi-level marketing scheme to improve the quality of teaching. Tackling these flashpoints head-on will hopefully be one positive step toward that improvement.

The top five flashpoints are: (1) student ratings vs. multiple sources of evidence; (2) sources of evidence vs. decisions which come first; (3) quality of “home-grown” rating scales vs. commercially-developed scales; (4) paper-and-pencil vs. online scale administration; and (5) standardized vs. unstandardized online scale administration. The first three relate to critical decisions about the sources of evidence chosen and the last two pertain to online scale administration issues.

Top five flashpoints

Student ratings vs. multiple sources of evidence

FLASHPOINT 1: Student rating scales have dominated as the primary or, usually, the only measure of teaching effectiveness in medical schools/colleges and universities worldwide and in a few remote planets. This state of practice is contrary to the advice of a cadre of experts and the limitations of student input to comprehensively evaluate teaching effectiveness. Several other measures should be used in conjunction with student ratings.

Student ratings. Historically, student rating scales have been the primary measure of teaching effectiveness for the past 50 years. Students have had a critical role in the teaching–learning feedback system. The input from their ratings in summative decision making has been recommended on an international level (Strategy Group 2011; Surgenor 2011).

There are nearly 2000 references on the topic (Benton & Cashin 2012) with the first journal article published 90 years ago (Freyd 1923). There is more research and experience in higher education with student ratings than with all of the other measures of teaching effectiveness combined (Berk 2005, 2006). If you need to be brought up to speed quickly with the research on student ratings, check out these up-to-date reviews (Gravestock & Gregor-Greenleaf 2000; Benton & Cashin 2012; Kite 2012).

Unfortunately, in medical/healthcare education, student ratings have not received the same level of research attention. There is only a sprinkling of studies over the last 20 years (e.g., Hoeks & van Rossum 1988; Jones & Froom 1994; Mazor et al. 1999; Elzubeir & Rizk 2002; Barnett et al. 2003; Kidd & Latif 2004; Pierre et al. 2004; Turhan et al. 2005; Maker et al. 2006; Ahmady et al. 2009; Barnett & Matthews 2009; Berk 2009a; Chenot et al. 2009; Donnon et al. 2010; Boerboom et al. 2012; Stalmeijer et al. 2010). There is far more research on peer observation (e.g., Berk et al. 2004; Siddiqui et al. 2007; Welllein et al. 2009; DiVall et al. 2012; Pattison et al. 2012; Sullivan et al. 2012). There are also a few qualitative studies that are peripherally related (Stark 2003; Steinert 2004; Martens et al. 2009; Schickirka et al. 2012).

With this volume of scholarly productivity and practice in academia worldwide, student ratings seem like the solution to assessing teaching effectiveness in medical/healthcare education and higher education in general. So, what is the problem?

Limitations of student ratings. As informative as student ratings can be about teaching, there are numerous behaviors and skills defining teaching effectiveness which students are NOT qualified to rate, such as a professor’s knowledge and content expertise, teaching methods, use of technology, course materials, assessment instruments, and grading practices (Cohen & McKeachie 1980; Calderon et al. 1996; d’Apollonia & Abrami 1997a; Ali & Sell 1998; Green et al. 1998; Hoyt & Pallett 1999; Coren 2001; Ory & Ryan 2001; Theall & Franklin 2001; Marsh 2007; Swinicki & McKeachie 2011). Students can provide feedback at a certain level in each of those areas, but it will take peers and other qualified professionals to rate those skills in depth.

BOTTOM LINE
Student ratings from well-constructed scales are a necessary, but not sufficient, source of evidence to comprehensively assess teaching effectiveness.

Student ratings provide only one portion of the information needed to infer teaching effectiveness. Yet, that is pretty much all that is available at most institutions. When those ratings alone are used for decision making, they will be incomplete and biased. Without additional evidence of teaching effectiveness, student ratings can lead to incorrect and unfair career decisions about faculty that can affect their contract renewal, annual salary increase, and promotion and tenure.

It is the process of evaluation or assessment that permits several sources of appropriate evidence to be collected for the purpose of decision making. Assessment is a “systematic method of obtaining information from [scales] and other sources, used to draw inferences about characteristics of people, objects, or programs,” according to the US Standards for Educational and Psychological Testing (AERA, APA, & NCME Joint Committee on Standards 1999, p. 272). Student ratings represent one measure and just one source of information in that process.
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Multiple sources of evidence. Over the past decade, there has been a trend toward augmenting student ratings with other data sources of teaching effectiveness. Such sources can serve to broaden and deepen the evidence base used to assess courses and the quality of teaching (Theall & Franklin 1990; Braskamp & Ory 1994; Hoyt & Pallett 1999; Knapper & Cranton 2001; Ory 2001; Cashin 2003; Berk 2005, 2006; Seldin 2006; Arreola 2007; Theall & Feldman 2007; Gravestock & Gregor-Greenleaf 2008; Benton & Cashin 2012). In fact, several comprehensive models of “faculty evaluation” have been proposed (Centra 1993; Braskamp & Ory 1994; Berk 2006, 2009a; Arreola 2007; Gravestock & Gregor-Greenleaf 2008), which include multiple sources of evidence with some models attaching greater weight to student and peer ratings and less weight to self-, administrator, and alumni ratings, and other sources. All of these models are used to arrive at formative and summative decisions.

15 Sources. There are 15 potential sources of evidence of teaching effectiveness: (1) student ratings; (2) peer observations; (3) peer review of course materials; (4) external expert ratings; (5) self-ratings; (6) videos; (7) student interviews; (8) exit and alumni ratings; (9) employer ratings; (10) mentor’s advice; (11) administrator ratings; (12) teaching scholarship; (13) teaching awards; (14) learning outcome measures; and (15) teaching (course) portfolio. Berk (2006) described several major characteristics of each source, including type of measure needed to gather the evidence, the person(s) responsible for providing the evidence (students, peers, external experts, mentors, instructors, or administrators), the person or committee who uses the evidence, and the decision(s) typically rendered based on that data (formative, summative, or program). He also critically examined the value and contribution of these sources for teaching effectiveness based on the current state of research and practice. His latest recommendations will be presented in Flashpoint 2.

Triangulation. Much has been written about the merits and shortcomings of these various sources of evidence (Berk 2005, 2006). Put simply: There is no perfect source or combination of sources. Each source can supply unique information, but also is fallible, usually in a way different from the other sources. For example, the unreliability and biases of peer ratings are not the same as those of student ratings; student ratings have other weaknesses. By drawing on three or more different sources of evidence, you can leverage the strengths of each source to compensate for weaknesses of the other sources, thereby converging on a decision about teaching effectiveness that is more accurate and reliable than one based on any single source (Appling et al. 2001). This notion of triangulation is derived from a compensatory model of decision making.

Given the complexity of measuring the act of teaching in a real-time classroom environment or online course, it is reasonable to expect that multiple sources can provide a more accurate, reliable, and comprehensive picture of teaching effectiveness than just one source. However, the decision maker should integrate the information from only those sources for which validity evidence is available (see Standard 14.13). The quality of the sources chosen should be beyond reproach, according to the Standards (AERA, APA, & NCME Joint Committee on Standards 1999).

Since there is not enough experience with multiple sources, there is a scarcity of empirical evidence to support the use of any particular combination of sources (e.g., Barnett et al. 2003; Stalmiejer et al. 2010; Stehle et al. 2012). There are a few surveys of the frequency of use of individual sources (Seldin 1999; Barnett & Matthews 2009). Research is needed on various combinations of measures for different decisions to determine “best practices.”

Recommendations. All experts on faculty evaluation recommend multiple sources of evidence to assess teaching effectiveness. Beyond student ratings, is it worth the extra effort, time, and cost to develop the additional measures suggested in this section? Just what new information do you have to gain?

As those instruments are being built, it should become clear that they are intended to measure different teaching behaviors that contribute to teaching effectiveness. Each measure should bite off a separate chunk of behaviors. They should be designed to be complementary, not redundant, although there may be justification for some overlap for corroboration.

There is even research evidence on the relationships between student ratings and several other measures to support their complementarity. Berk and Cashin’s (2012) research review reported the following validity coefficients with student ratings: trained observers (0.50 with global ratings), self (0.30–0.45), alumni (0.54–0.80), and administrators (0.47–0.62; 0.39 with global ratings). Since 0.50 is only 25% explained variance and 75% unexplained or new information, these coefficients suggest a lot of insight can be gained using observers’, self, and administrators’ ratings as sources of evidence.

Sources of evidence vs. decisions: Which come first?

FLASHPOINT 2: Rating scales are typically administered and then confusion occurs over what to do with the results and how to interpret them for specific decisions. A better strategy would be to do exactly the opposite of that practice. Spin your head around 180°, exorcist style. The decision should drive the selection of the appropriate sources of evidence, the types of data needed for the decision, and the design of the report form. Custom tailor the sources, data, and form to fit the decision. The information and format of the evidence a professor needs to improve his or her teaching are very different from that required by a department chair or associate dean for annual review (contract renewal or merit pay) or by a faculty committee for promotion and tenure review. The sources of evidence and formats of the reports can either hinder or facilitate the decision process.

Types of decisions. According to Seldin (1999), teaching is the major criterion (98%) in assessing overall faculty performance in liberal arts colleges compared to student advising (64%), committee work (59%), research (41%), publications (31%), and public service (24%). Although these figures may
not hold up in research universities and, specifically, in medical schools/colleges, teaching didactic, and/or clinical courses is still a critical job requirement and criterion on which most faculty members are assessed.

There are two types of individual decisions in faculty assessment with which you may already be familiar in the context of student assessment, plus one decision about programs:

(1) **Formative decisions.** These are decisions faculty make to improve and shape the quality of their teaching. It is based on evidence of teaching effectiveness they gather to plan and revise their teaching semester after semester. This evidence and the subsequent adjustments in teaching can occur anytime during the course, so the students can benefit from those changes, or after the course in preparation for the next course.

(2) **Summative decisions.** These decisions are rendered by the administrative-type person who controls a professor’s destiny and future in higher education. This individual is usually the dean, associate dean, program director, or department head or chair. This administrator uses evidence of a professor’s teaching effectiveness along with other evidence of research, publications, clinical practice, and service to ‘sum up’ his or her overall performance or status to decide about contract renewal or dismissal, annual merit pay, teaching awards, and promotion and tenure.

Although promotion and tenure decisions are often made by a faculty committee, a letter of recommendation by the dean is typically required to reach the committee for review. These summative decisions are high-stakes, final employment decisions reached at different points in time to determine a professor’s progression through the ranks and success as an academician.

(3) **Program decisions.** Several sources of evidence can also be used for program decisions, as defined in the Program Evaluation Standards by the US Joint Committee on Standards for Educational Evaluation (Yarbrough et al. 2011). They relate to the curriculum, admissions and graduation requirements, and program effectiveness. They are NOT individual decisions; instead, they focus on processes and products. The evidence usually is derived from various types of faculty and student input and employers’ performance appraisal of students. It is also collected to provide documentation to satisfy the criteria for accreditation review.

**Matching sources of evidence to decisions.** The challenge is to pick the most appropriate and highest quality sources of evidence for the specific decision to be made; that is, match the sources to the decision. The decision drives your choices of evidence. Among the aforementioned 15 sources of evidence of teaching effectiveness, here are my best picks based on the literature for formative, summative, and program decisions:

**Formative decisions**
- student ratings,
- peer observations,
- peer review of course materials,
- external expert ratings,
- self-ratings,
- videos,
- student interviews, and
- mentor’s advice.

**Summative decisions** (annual review for contract renewal and merit pay)
- student ratings,
- self-ratings,
- teaching scholarship,
- administrator ratings,
- teaching portfolio (for several courses over the year),
- peer observation (report written expressly for summative decision),
- peer review of course materials (report written expressly for summative decision), and
- mentor’s review (progress report written expressly for summative decision).

**Summative decisions** (promotion and tenure)
- student ratings,
- self-ratings,
- teaching scholarship,
- administrator ratings,
- teaching portfolio (across several years’ courses),
- peer review (written expressly for summative decision), and
- mentor’s review (progress report written expressly for summative decision).

**Program decisions**
- Student ratings
- Exit and alumni ratings
- Employer ratings

The multiple sources identified for each decision can be configured into the 360º multisource feedback (MSF) model of assessment (Berk 2009a, 2009b) or other model for accreditation documentation of teaching assessment. The sources for each decision may be added gradually to the model. This is an on-going process for your institution.

**Recommendations.** So now that you have seen my picks, which sources are you going to choose? So many sources, so little time! Which sources are already available in your department? What is the quality of the measures used to provide evidence of teaching effectiveness? Are the faculty stakeholders involved in the current process?

You have some decisions to make. Where do you begin? Here are a few suggestions:

(1) **Start with student ratings.** Consider the content and quality of your current scale and determine whether it needs a minor or major tune-up for the decisions being made.

(2) **Review the other sources of evidence with your faculty** to decide the next steps. Which sources will your faculty embrace which reflect best practices in
teaching? Weigh the pluses and minuses of the different sources.

3. Decide which combination of sources is best for your faculty. Identify which sources should be used for both formative and summative decisions, such as self- and peer ratings, and which sources should be used for one type of decision but not the other, such as administrator ratings and teaching portfolio.

4. Map out a plan to build those sources, one at a time, to create an assessment model for each decision (see Berk 2009a).

Whatever combination of sources you choose to use, take the time and make the effort to design the scales, administer the scales, and report the results appropriately. The accuracy of faculty assessment decisions depends on the integrity of the process and the validity and reliability of the multiple sources of evidence you collect. This endeavor may seem rather formidable, but, keep in mind, you are not alone in this process. Your colleagues at other institutions are probably struggling with the same issues. Maybe you could pool resources.

Quality of “home-grown” rating scales vs. commercially-developed scales

FLASHPOINT 3: Many of the rating scales developed by faculty committees in medical schools/colleges and universities do not meet even the most basic criteria for psychometric quality required by professional and legal standards. Most of the scales are flawed internally, administered incorrectly, and rarely is there any evidence of score reliability and validity. The serious concern is that decisions about the careers of faculty are being made with these instruments.

Quality control. Researchers have reviewed the quality of student rating scales used by colleges and universities throughout the US and Canada (Berk 1979, 2006; Franklin & Theall 1990; d’Apollonia & Abrami 1997b, 1997c; Seldin 1999; Theall & Franklin 2000; Abrami 2001; Franklin 2001; Ory & Ryan 2001; Arreola 2007; Gravestock & Gregor-Greenleaf 2008). The instruments are either commercially developed scales with pre-designed reporting forms or “home-grown,” locally constructed measures built usually by faculty committees. The former exhibit the quality control of the company that developed the scales and reports, such as Educational Testing Service and The IDEA Center (see Flashpoint 4); the latter have no consistency in the development process and rarely any formal procedures for controlling psychometric quality.

Quality of “home-grown” scales. That lack of quality control may very well extend to institutions worldwide. It could be due to a lack of commitment, importance, accountability, or interest; inappropriate personnel without the essential skills; or limited resources. No one knows for sure. Regardless of the reason, the picture is ugly.

Reviewers of practices at institutions in North America have found the following problems with “home-grown” scales:

- poor or no specifications of teaching behaviors,
- faulty items (statements and anchors),
- ambiguous or confusing directions,
- unstandardized administration procedures,
- inappropriate data collection, analysis, and reporting,
- no adjustments in ratings for extraneous factors,
- no psychometric studies of score reliability and validity, and
- no guidelines or training for faculty and administrators to use the results correctly for appropriate decisions.

Does the term psychometrically putrid summarize current practices? How does your scale stack up against those problems? Fertilizer-wise, “home-grown” scales are not growing. Their development is arrested. They are more like “Peter Pan scales.”

The potential negative consequences of using faulty measures to make biased and unfair decisions to guide teaching improvement and faculty careers can be devastating. Moreover, this assessment only addresses the quality of student rating scales. What would be the quality of peer observations, self-ratings, and administrator ratings and their interpretations? Serious attention needs to be devoted to the quality control of all “home-grown” scales.

From a broader perspective, poor quality scales violates US testing/scaling standards according to the Standards for Educational and Psychological Testing (AERA, APA, NCME Joint Committee on Standards 1999), Personnel Evaluation Standards (Joint Committee on Educational Evaluation Standards 2009), and the US Equal Employment Opportunity Commission’s (EEOC) Uniform Guidelines on Employee Selection Procedures (US Equal Employment Opportunity Commission 2010). The psychometric requirements for instruments used for summative “employment” decisions about faculty are rigorous and appropriate for their purposes.

Recommendations. This issue reduces to the leadership and the composition of the faculty committee that accepts the responsibility to develop the scales and reports and/or the external consultant or vendor hired to guide the development process. The psychometric standards for the construction, administration, analysis, and interpretation of scales must be articulated and guided by professionals trained in those standards (AERA, APA, & NCME Joint Committee on Standards 1999). As Flashpoint 2 emphasized, if the committee does not contain one or more professors with expertise in psychometrics, then it should be ashamed of itself. That is a prescription for putridity and the previous problem list. Reviewers rarely found any one with these skills on the committees of the institutions surveyed.

It is also recommended that all faculty members be given workshops on item writing and scale structure. In the development process, they will be reviewing, selecting, critiquing, adapting, and writing items. Even if faculty are excellent test item writers, that does not mean they can write scale items.
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The structure and criteria for writing scale items are very different from test items (Berk 2006), not difficult, just different. Even with commercially developed instruments, professors are usually given the option to add up to 10 course-specific items; in other words, they will need to write items. Rules for writing scale items are available in references on scale construction (Netemeyer et al. 2003; Dunn-Rankin et al. 2004; Streiner & Norman 2008; Berk 2006; deVellis 2012).

**Paper-and-pencil vs. online scale administration**

**FLASHPOINT 4:** The battle between paper-and-pencil versus online administration of student rating scales is still being fought in medical schools and on many campuses worldwide. Despite an international trend and numerous advantages and improvements in online systems over the past decade, there are faculty who still dig their heels in and institutions that have resisted the conversion. Much has been learned about how to increase response rates, which is a flashpoint by itself, and how to overcome many of the deterrents to adopting an online system. Online administration, analysis, and reporting can be executed in-house or by an out-house vendor specializing in that processing.

**Comparison of paper-and-pencil and online administration.** A detailed examination of the advantages and disadvantages of the two modes of administration according to 15 key factors has been presented by Berk (2006). There are major differences between them. Although it was concluded that both are far from perfect, the benefits of the online mode and the improvements in the delivery system with the research and experiences over the past few years exceed the pluses of the paper-based mode. Furthermore, most Net Geners do not know what a pencil is. Unless it is an iPencil, it is not on their radar or part of their mode.

The benefits of the online mode include ease of administration, administration flextime, low cost, rapid turnaround time for results, ease of scale revision, and higher quality and greater quantity of unstructured responses (Sorenson & Johnson 2003; Anderson et al. 2005; Berk 2006; Liu 2006; Heath et al. 2007). Students’ concerns with lack of anonymity, confidentiality of ratings, inaccessibility, inconvenience, and technical problems have been eliminated at many institutions. Faculty resistance issues of low response rates and negative bias and lower ratings than paper-based version have been addressed (Berk 2006). Two major topics that still need attention are lack of standardization (Flashpoint 5) and response bias, which tends to be the same for both paper and online.

**Three online delivery options.** Online administration, scoring, analysis, and reporting of student ratings can be handled in three ways: (1) in-house by the department of computer services, IT, or equivalent unit; (2) out-house by a vendor that provides all delivery services for the institution’s “home-grown” scale; or (3) out-house by a vendor that provides all services, plus their own scale or a scale you create from their catalog of items. These options are listed in order of increasing cost. Depending on in-house resources, it is possible to execute the entire processing in a very cost-effective manner. Alternatively, estimates from a variety of vendors should be obtained for the out-house options.

1. **In-house administration.** If you have developed or plan to develop your own scale, you should consider this option. Convene the key players who can make this happen, including administrators and staff from IT or computer services, faculty development, and a testing center, plus at least one measurement expert. A discussion of scale design, scoring, analysis, report design, and distribution can determine initially whether the resources are available to execute the system. Once a preliminary assessment of the resources required has been completed, costs should be estimated for each phase. A couple of meetings can provide enough information to consider the possibility.

Your in-house system components, products, and personnel can then be compared to the two options described next. As you go shopping for an online system, at least you will have done your homework and be able to identify what the commercial vendors offer, including qualitative differences, that you cannot execute yourself. Although the cost could be the deal-breaker, you will know all the options available to make an informed final decision. Further, you can always change your system if your stocks plummet, the in-house operation has too many bumps that cannot be squished and ends up in Neverland, or the commercial services do not deliver as promised.

2. **Vendor administration with “home-grown” scale.** If outsourcing to a vendor is your preference or you just want to explore this option, but you want to maintain control over your own scale content and structure, there are certain vendors that can online your scale. For some strange reason, they are all located in Madagascar. Kidding. They include CollegeNET (What Do You Think?), ConnectEDU (courseval), and IOTA Solutions (MyClassEvaluation). They will administer your scale online, perform all analyses, and generate reports for different decision makers. Thoroughly compare all of their components with yours. Evaluate the pluses and minuses of each package.

Make sure to investigate the compatibility of the packages with your course management system. The choice of the system is crucial to provide the anonymity for students to respond, which can boost response rates (Oliver & Sautter 2005). Most of the vendors’ packages are compatible with Blackboard, WebCT, Moodle, Sakai, and other campus portal systems.

There are even free online survey providers, such as Zoomerang (MarketTools 2006), which can be used easily by any instructor without a course management system (Hong 2008). Other online survey software, both free and pay, has been reviewed by Wright (2005). There are specific advantages and disadvantages of the different packages, especially with regard to rating
scale structure and reporting score results (Hong 2008). This is a viable online option worth investigating for formative feedback.

(3) Vendor administration and rating scale. If you want a vendor to supply the rating scale and all of the delivery services, there are several commercial student rating systems you should consider. Examples include Online Course Evaluation, Student Instructional Report II, Course/Instructor Evaluation Questionnaire, IDEA Student Ratings of Instruction, Student Evaluation of Educational Quality, Instructional Assessment System, and Purdue Instructor Course Evaluation Service. Sample forms and lists of services with prices are given on the websites for these scales.

This is the simplest solution to the student rating scale online system. Just go buy one. The seven packages are designed for you, Professor Consumer. The items are professionally developed; the scale has usually undergone extensive psychometric analyses to provide evidence of reliability and validity; and there are a variety of services provided, including the scale, online administration, scanning, scoring, and reporting of results in a variety of formats with national norms. For some, you can access a specimen set of rating scales and report forms online. All of the vendors provide a list of services and prices on their websites.

Carefully shop around to find the best fit for your faculty and administrator needs and institutional culture. The packages vary considerably in scale design, administration options, report forms, norms, and, of course, cost.

Comparability of paper-and-pencil and online ratings. Despite all of the differences between paper-based and online administrations and the contaminating biases that afflict the ratings they produce, researchers have found consistently that online students and their in-class counterparts rate courses and instructors similarly (Layne et al. 1999; Spooner et al. 1999; Waschull 2001; Carini et al. 2003; Avery et al. 2004; McGee & Lowell 2003; Dommeyer et al. 2004; Avery et al. 2006; Benton et al. 2010b; Venette et al. 2010; Perrett 2011; Stowell et al. 2012). The ratings on the structured items are not systematically higher or lower for online administrations. The correlations between online and paper-based global item ratings were 0.84 (overall instructor) and 0.86 (overall course) (Johnson 2003).

Although the ratings for online and paper are not identical, with more than 70% of the variance in common, any differences in ratings that have been found are small. Further, interrater reliabilities of ratings of individual items and item clusters for both modalities were comparable (McGee & Lowell 2003), and so were the underlying factor structures (Layne et al. 1999; Leung & Kember 2005). All of these similarities were also found in comparisons between face-to-face and online courses, although response rates were slightly lower in the online courses (Benton et al. 2010a).

Alpha total scale (18 items) reliabilities were similar for paper-based (0.90) and online (0.88) modes when all items appeared on the screen (Peer & Gamliel 2011). Slightly lower coefficients (0.74–0.83) for online displays of one, two, or four items only on the screen were attributable to response bias (Gamliel & Davidovitz 2005; Berk 2010; Peer & Gamliel 2011).

The one exception to the above similarities is the unstructured items, or open-ended comment section. The research has indicated that the flexible time permitted to the onliners usually, but not always, yields longer, more frequent and thoughtful comments than those of in-class respondents (Layne et al. 1999; Ravelli 2000; Johnson 2001, 2003; Hardy 2002, 2003; Anderson et al. 2005; Donovan et al. 2006; Venette et al. 2010; Morrison 2011). Typing the responses is reported by students to be easier and faster than writing them, plus it preserves their anonymity (Layne et al. 1999; Johnson 2003).

Recommendations. Weighing all of the pluses and minuses in this section strongly suggests that the conversion from a paper-based to online administration system seems worthy of serious consideration by medical schools/colleges and every other institution of higher education using student ratings. When the concerns of the online approach are addressed, its benefits for face-to-face, blended/hybrid, and online/distance courses far outweigh the traditional paper-based approach. (NOTE: Online administration should also be employed for alumni ratings and employer ratings. The costs for these ratings will be a small fraction of the cost of the student rating system.)

Standardized vs. unstandardized online scale administration

FLASHPOINT 5: Standardized administration procedures for any measure of human or rodent behavior are absolutely essential to be able to interpret the ratings with the same meaning for all individuals who completed the measure. Student rating scales are typically administered online at the end of the semester without regard for any standardization or controls. There doesn’t seem to be any sound psychometric reasons for why the administrations are scheduled the way they are. This is, perhaps, the most neglected issue in the literature and in practice.

Importance of standardization. A significant amount of attention has been devoted to establishing standardized times, conditions, locations, and procedures for administering in-class tests and clinical measures, such as the OSCE, as well as out-of-class admissions, licensing, and certification tests. National standards for testing practices require this standardization to assure that students take tests under identical conditions so their scores can be interpreted in the same way, they are comparable from one student or group to another, and they can be compared to norms (AERA, APA, & NCME Joint Committee on Standards 1999).

Unfortunately, standardization has been completely neglected in the faculty evaluation literature for the administration of online student rating scales (Berk 2006). This topic was only briefly mentioned in a recent review of the student
ratings research (Addison & Stowell 2012). Although the inferences drawn from the scale scores and other measures of teaching effectiveness require the same administration precision as tests, procedures to assure scores will have the same meaning from students completing the scales at the end of the semester have not been addressed in research and practice. Typically, students are given notice that they have 1 or 2 weeks to complete the student ratings form with the deadline before or after the final exam/project.

Confounding uncontrolled factors. Since students can complete online rating scales during their discretionary time, there is no control over the time, place, conditions, or situational factors under which the self-administrations occur (Stowell et al. 2012). Most of these factors were controlled with the paper-and-pencil, in-class administration by the instructor or a student appointed to handle the administration.

In fact, in the online mode, there is no way to insure that the real student filled out the form or did not discuss it with someone who already did. It could be a roommate, partner, avatar, alien, student who has never been to class doing a favor in exchange for a pizza, alcohol, or drugs, or all of the preceding. Any of those substitutes would result in fraudulent ratings (Standard 5.6). Bad, bad ratings! Although there is no standardization of the actual administration, at least the written directions given to all students can be the same. Therefore, the procedures that the students follow should be similar if they read the directions.

Timing of administration. The timing of the administration can also markedly affect the ratings. For example, if some students complete the scale before the final review and final exam, on the day of the final, or after the exam, their feelings about the instructor/course can be very different. Exposure to the final exam alone can significantly affect ratings, particularly if there are specific items on the scale measuring testing and evaluation methods. It could be argued that the final should be completed in order to provide a true rating of all evaluation methods.

Despite a couple of “no difference” studies of paper-and-pencil administrations almost 40 years ago (Carrier et al. 1974; Frey 1976) and one study examining final exam day administration (Ory 2001), which produced lower ratings, there does not seem to be any agreement among the experts on the best time to administer online scales or on any specific standardization procedures other than directions.

What is clear is that whatever time is decided must be the same for all students in all courses; otherwise, the ratings of these different groups of students will not have the same meaning. For example, faculty within a department should agree that all online administrations must be completed before the final or after, but not both. Faculty must decide on the best time to get the most accurate ratings. That decision will also affect the legitimacy of any comparison of the ratings to different norm groups.

Standards for standardization. So what is the problem with the lack of standardization? The ratings by students are assumed to be collected under identical conditions according to the same rules and directions. Standardization of the administration and environment provide a snapshot of how students feel at one point in time. Although their individual ratings will vary, they will have the same meaning. Rigorous procedures for standardization are required by the US Standards for Educational and Psychological Testing (AERA, APA, & NCME Joint Committee on Standards 1999).

Groups of students must be given identical instructions, which is possible, administered the scale under identical conditions, which is nearly impossible, to assure the comparability of their ratings (Standards 3.15, 3.19, and 3.20). Only then would the interpretation of the ratings and, in this case, the inferences about teaching effectiveness from the ratings be valid and reliable (Standard 3.19). In other words, without standardization, such as when every student fills out the scale willy-nilly at different times of the day and semester, in different places, under different conditions, using different procedures, the ratings from student to student and professor to professor will not be comparable.

Recommendations. Given the limitations of online administration, what can be done to approximate some semblance of standardized conditions or, at least, minimize the extent to which the bad conditions contaminate the ratings? Here are a few options extended from Berk’s (2006) previous suggestions, listed from highest level of standardization and control to lowest level:

1. In-class administration before final for maximum control: Set a certain time slot in class, just like the paper-and-pencil version, for students to complete the forms on their own PC/Mac, iPad, iPhone, iPencil, or other device. The professor should leave the room and have a student execute and monitor the process. Adequate time should be given for students to type comments for the unstructured section of the scale. (NOTE: Not recommended if there are several items or a subscale that measures course evaluation methods, since the final is part of those methods.)

2. Computer lab time slots before or after final: Set certain time slots in the computer lab or an equivalent location during which students can complete the forms. The controls exercised in the previous option should be followed in the lab. If available, techie-type students should proctor the slots to eliminate distractions and provide technical support for any problems that arise.

3. One or two days before or after final at students’ discretion: This is the least messy option with the least control, albeit, the most popular. Specify a narrow window within which the ratings must be completed, such as on one or two days after the final class and before the final exam, or one or two days after the exam before grades are submitted and posted. This gives new meaning to “storm window.”

Any of these three options will improve the standardization of current online administration practices beyond the typical 1- or 2-week bay window. Experience and research on these procedures will hopefully identify the confounding variables that can affect the online ratings. Ultimately, concrete
Top five recommendations

After ruminating over these flashpoints, it can be concluded that there are a variety of options within the reach of every medical school/college and institution of higher education to improve its current practices with its source(s) of evidence and administration procedures. Everyone is wrestling with these issues and, although more research is needed to test the options, there are tentative solutions to these problems. As experience and research continue to accumulate, even better solutions will result.

There is a lot of activity and discourse on these flashpoints because we know that all of the summative decisions about faculty will be made with or without the best information available. Further, professors who are passionate about teaching will also seek out sources of evidence to guide their improvement.

The contribution of this PBW article rests on the value and usefulness of the recommendations that you can convert into action. Without action, the recommendations are just dead words on a page. Your TAKE-AWAYS are the concrete action steps you choose to implement to improve the current state of your teaching assessment system.

Here are the top five recommendations framed in terms of action steps:

1. polish your student rating scale, but also start building additional sources of evidence, such as self, peer, and mentor scales, to assess teaching effectiveness;
2. match your highest quality sources to the specific formative and summative decisions using the 360° MSF model;
3. review current measures of teaching effectiveness with your faculty and plan specifically how you can improve their psychometric quality;
4. design an online administration system in-house or out-house with a vendor to conduct the administration and score reporting for your own student rating scale or the one it provides; and
5. standardize directions, administration procedures, and a narrow window for completion of your student rating scale and other measures of teaching effectiveness.

Taking action on these five can yield major strides in improving the practice of assessing teaching effectiveness and the fairness and equity of the formative and summative decisions made with the results. Just how important is teaching in your institution? Your answer will be expressed in your actions. What can you contribute to make it better than it is ever been? That is my challenge to you.
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