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Introduction
One of the simplest indicators of teaching or course 

effectiveness is student ratings on one or more global 
items from the entire rating scale. That approach seems 
intuitively sound and easy to use. Global items have even 
been recommended by a few researchers to get a quick-
read, at-a-glance summary for summative decisions about 
faculty. So why is there so much confusion, misunder-
standing, and debate on professional listservs, articles, 
and books on whether global items should be used? Also, 
how many times can you use a series of three nouns in 
the same sentence? What about adjectives? This topic has 
become a rather prickly, thorny, and knotty issue that most 
administrators must tackle (Berk, in press). 

The administrative choice is making a decision, 
such as contract renewal or a pay raise, based on one 
global item on the professor’s performance or the single 
total rating based on all of the rating scale items. In other 
words, should your department chair use the rating from 
one item or a collection of items? Usually the ratings are 
gathered from all of an instructor’s courses taught over a 
year (annual review) or three or more years (promotion 
and tenure review). How much information is needed for 
summative decisions? What are the technical differences in 
the reliability and validity of these single rating options?

The purpose of this article is to clarify the rating op-
tions available to administrators for making summative 
decisions from student rating scale results. The global 
item is first defined. Then the research literature related 
to its use for summative decisions is described. Finally, 
the critical issues pertaining to technical, professional, and 
legal standards in using global items for summative deci-
sions are reviewed. Specific recommendations for several 
alternative types of ratings are proffered which are more 
defensible for summative decisions about faculty.

Definition of a Global Item
“What in the world is a global item?” Here are a 

couple of examples rated with a “Strongly Disagree” to 
“Strongly Agree” anchor scale:
• Overall, this instructor was an excellent teacher.
• Overall, this course was excellent.

This type of item provides a general broad-stroke, sum-
mary index of teaching performance or course quality. It doesn’t 
address specific teaching and course characteristics. Global 
items typically appear at the end of the student rating 
scale so students have had time to form an opinion after 
responding to all of the items. They should not be summed 
with the ratings of all other items; they are reported sepa-
rately, independent of the rest of the scale.

Use for Summative Decisions
 In the 1990s, administrators, such as department 

chairs, directors, or associate deans, were encouraged to 
use the ratings on global items to provide a simple, quick-
and-easy measure of teaching effectiveness for summative deci-
sions (Abrami & d’Apollonia, 1991; Algozzine et al., 2004; 
Braskamp & Ory, 1994; Cashin & Downey, 1992; Cashin, 
Downey, & Sixbury, 1994; Centra, 1993; d’Apollonia & 
Abrami, 1997; Hativa & Raviv, 1993). More recently, ad-
ministrators expressed a preference for the use of global 
items for information on the overall quality of the course 
and instructor (Beran, Violato, & Kline, 2007; Beran, Vio-
lato, Kline, & Frideres, 2005). Those ratings may or may 
not be used in conjunction with other information to ar-
rive at decisions regarding merit pay, contract renewal 
for full-time and adjunct faculty, teaching awards, and 
promotion and tenure recommendations.
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What’s the Problem? 
Despite the simplicity and ease with which an ad-

ministrator can use a single global item rating for sum-
mative decisions about faculty, that use is inappropriate for 
personnel decisions about employees. There are several sets of 
standards that specify the types of ratings that are required 
for such decisions. The global item does not satisfy all of 
those standards. The next section explains why. 

Critical Standards
Given the seriousness of these decisions on a profes-

sor’s condition of employment and career, these standards 
should be met by all administrators who are responsible (Berk, 
in press). The standards can be sorted into four categories: 
(1) psychometric, (2) representativeness and fairness, (3) 
professional, and (4) legal.

Psychometric Standards
Item validity evidence.  Cashin and Downey (1992) 

studied two global items:
• “Overall, I rate this INSTRUCTOR an excellent teach-

er,” and
• “Overall, I rate this COURSE as excellent.”

They found that these items accounted for more 
than 50% of the variance in a composite criterion 
measure—the Instructional Development and Ef-
fectiveness Assessment (IDEA). When this study 
was replicated with four other criteria using IDEA 
data (Cashin et al., 1994), the results were the 
same: a body of validity evidence that the global 
items accounted for most of the variance in several 
criterion measures of teaching effectiveness. This 
prompted the researchers to recommend the use of 
those items for summative decisions. 

Although global item-total scale and subscale cor-
relations are rarely reported, there is also evidence that 
those combinations are highly intercorrelated (Harrison, 
Douglas, & Burdsall, 2004; Hativa & Raviv, 1993; Otani, 
Kim, & Cho, 2012). Item intercorrelations between course 
and instructor global items and items on teaching methods 
and student progress on course outcomes were consis-
tently moderate to high for the IDEA Student Ratings of 
Instruction form (Benton et al., 2010b). So, with all of this 
compelling validity evidence, why not substitute the global 
rating for the total rating? Wouldn’t that be a reasonable 
proxy? Not exactly. 

Item reliability evidence. The issue is what’s not usually 
computed: the reliability of the global item rating. Rarely 
are global item reliabilities based on class means estimated 

for student rating scales. Typically, item reliabilities can be 
in the .70s–.90s (Ginns & Barrie, 2004; Wanous & Hudy, 
2001) for unidimensional scales, depending on the method 
used to estimate them (test-retest, intraclass correlation, 
correction for attenuation, or factor analysis). That range 
of coefficients can be illustrated with the Spearman rho 
split-half coefficients of .75–.91 (class sizes = 10–34) and 
the .90s (class sizes = 35 and above) for the global items 
on the IDEA Student Ratings of Instruction form (Hoyt & 
Lee, 2002).

The problem is that coefficients in the .70s are too 
low and unstable for single global items to be used for 
decisions about individual employees. Since those items 
are usually found on multidimensional scales, the item 
reliabilities can be even lower. In contrast to these reliabili-
ties, the reliability coefficients in the mid .80s–.90s published 
in the student ratings literature are usually for the total or 
subscale collections of items. 

Item vs. total scale rating reliability. Despite the strong 
validity evidence, these differences in reliabilities raise a 
serious technical concern about the utility of global items, 
inasmuch as their ratings are used for summative person-
nel decisions about faculty. Their potential for unacceptably 
low coefficients renders them inappropriate for any decisions 
about individual faculty members. The strongest psycho-
metric evidence rests with total and subscale ratings; the 
least stable is associated with the global items. Consider 
what foundation should be used to make decisions, for 
example, about contract renewal: One or two global items 
or the total scale rating based on 15 to 35 items.  

Representativeness and Fairness 
Item representativeness. After students have spent 

45 hours, or a time close to that, in a course over the se-
mester, suppose they rate the global item: “Overall, I rate 
this instructor as an excellent teacher,” as part of a total 
scale.  Does the rating on that item seem to accurately capture 
the sum total of all of the teaching behaviors those students 
observed in their f2f or online course? The percentages of 
explained variance in the research mentioned previously 
indicate it comes close. Can it represent that domain of 
behaviors? Will it reflect the differences between a f2f 
and online course?

There is no doubt that the item furnishes information 
about teaching effectiveness based on the validity studies, 
but should it be used for summative, super-important 
decisions about a professor’s career? Is one item rating 
of 0–3 or 4 an adequate, reasonable base from which teaching 
effectiveness can be inferred? How fair is that? As Nuhfer 
(2010) argued, the evaluation of teaching, as a fractal form 
with complicated neural networks, is far too complex to 
be reduced to a single item. 

Performance appraisal ratings. Hypothetically, could 
you accurately and fairly rate the performance of your 
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administrative assistant, department chair, or dean with 
one item to truly measure his or her degree of effective-
ness? Would he or she want you to do that? 

For more than half a century, performance appraisals of 
employees in business and industry typically have involved 
ratings by several professionals who are in the best posi-
tions to evaluate their performance (Bracken, Timmreck, & 
Church, 2001; Edwards & Ewen, 1996; Lepsinger & Lucia, 
2009). These appraisals are significant because of the im-
portance of the decisions and feedback to employees. 

This evidence of job performance is based not only 
on the ratings of all relevant job behaviors, but also by mul-
tiple qualified raters. No single item can furnish that type 
of information. Evaluation of teaching effectiveness can 
and should be conducted similar to those performance 
appraisals with multiple ratings by different raters (Berk, 
2009a, 2009b). 

Professional Standards for Employee Decisions
Standards for Educational and Psychological Testing. 

One or two global ratings alone for major summative de-
cisions about faculty performance are totally inadequate. 
That administrative practice violates U.S. testing/scaling 
standards according to the Standards for Educational and 
Psychological Testing (AERA, APA, & NCME Joint Com-
mittee on Standards, 1999). Clearly, these are personnel 
decisions about employees, not program decisions related 
to instruction or the curriculum. In the case of employee 
decisions like these, one or two items do not reflect an accurate 
assessment of the instructor’s job behaviors (Standard 14.8). A 
total scale rating based on, for example, 35 items matched 
to the domain of teaching behaviors, or subscale ratings 
on specific areas of teaching competency would satisfy 
Standards 14.9 and 14.10 that require a close link between 
the job content and the rating items. Further, according to 
Standard 2.1, reliability should be estimated for total, subscale, 
and combination ratings, not for single items.

Personnel Evaluation Standards. The preceding stan-
dards are also supported by the latest edition of the Person-
nel Evaluation Standards (Joint Committee on Educational 
Evaluation Standards, 2009). The use of global items would 
not be upheld by Standards A4 (Valid Measurement) 
and A5 (Reliable Measurement). These standards require 
among other criteria that the scale include a representa-
tive sample of job tasks, inferences about the professor are 
drawn from the scale, and the ratings provide consistent 
(reliable) measurements of the professor’s performance. 
One item rating will rarely satisfy any of those requirements.

Legal Standards for Employee Decisions
Employment instrument EEOC Guidelines. Since in-

struments can be used to hire, promote, demote, or fire 
an employee, the U.S. Equal Employment Opportunity 

Commission’s (EEOC) Uniform Guidelines on Employee 
Selection Procedures set forth laws to protect an innocent 
employee from an evil employer who intentionally uses 
them to discriminate based on pay, age, color, disability, 
national origin, pregnancy, race, religion, sex, and sexual 
harassment (U.S EEOC, 2010). Such uses violate federal 
anti-discrimination laws involving “disparate impact” (prac-
tices that result in a disproportionate “adverse impact” 
on members of a minority group) or “disparate treatment” 
(practices that result in “intentional” discrimination of 
certain people groups during the hiring, promoting or 
placement process) (U.S EEOC, 2010).

Employment tests and other procedures, like rating 
scales of job performance, must be (1) “job-related and consis-
tent with business necessity,” and (2) “properly validated 
for the positions and purposes for which they are used” 
(U.S. EEOC, 2010). They cannot be designed, intended, or 
used to discriminate. Further, employers are not permitted to 
adjust the scores, use different cutoff scores, or alter the results 
so as to discriminate against a particular group. The complex-
ity of this application of employment instruments and the 
“validation” requirements would preclude global items from 
being used for any employment decisions about faculty.

Employment instrument court cases. A long history of 
court cases on employment testing practices indicates that 
the instrument used to measure employee performance must be 
based on a comprehensive job analysis of the job’s tasks related 
to a person’s knowledge, skills, and abilities (KSAs) (Na-
than & Cascio, 1986). In a review of 39 court of appeals 
cases and 43 district court cases from 2000–2007 (Ashe & 
U.S. EEOC, 2007), employment tests that produced “sub-
stantial adverse impact of a protected group” or “disparate 
impact” were scrutinized by the courts in terms of rigor-
ous reliability and validity studies, especially in regard 
to selected cutoff scores for the decisions that resulted in 
the “impact.” One or two global items wouldn’t come close to 
satisfying that level of scrutiny.

Recommendations
Global items provide the illusion of (1) simplicity, 

(2) accurate and reliable information, and (3) the pinpoint 
precision needed for summative decisions about faculty. 
Unfortunately, the single rating of a global item can be (a) un-
reliable, (b) unrepresentative of the domain of teaching behaviors 
it was intended to measure, and (c) inappropriate for personnel 
decisions according to U.S. professional and legal standards 
(Berk, 2006). In fact, even if a global item satisfied the psy-
chometric criteria, it still falls short in meeting professional 
and legal standards for employment decisions.

“Cease & Desist” Use of Global Items 
Although administrators have used global items for 

decisions about faculty teaching performance for quite 
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some time and they are an attractive option, it is recom-
mended that those practices come to a screeching halt. As 
noted previously, important, possibly career-changing, 
individual personnel decisions are held to the highest standards 
psychometrically, professionally, and legally, as they should 
be. If you know an administrator who is engaging in such 
practices, he or she should be urged to “cease and desist” 
before he or she is ordered legally to do so.

Four Alternatives to Global Item Rating
So what’s an administrator supposed to do? Here 

are a few options to consider: 
1. Use the total scale rating (mean/median) as the sum-

mary index across all items for the professor’s courses 
over the past year. They can be displayed as simple 
numbers or graphically.

2. Use two composite ratings: one based on all items mea-
suring instructor characteristics and a second based 
on those items measuring course characteristics. These 
ratings can also be presented for several courses.

3. Use subscale (category) ratings for different areas of 
teaching and course characteristics, which are consis-
tent with the abundant evidence on the multidimen-
sionality of student rating scales. Unfortunately, there 
is no agreement on the number of subscales based 
on the factors or dimensions that should be used for 
personnel decisions (Apodaca & Grad, 2005; Harrison 
et al., 2004; Hativa & Raviv, 1993; Renaud & Murray, 
2005). Those factors will vary with different scales.

  The profile of subscale ratings furnishes informa-
tion on the strengths and weaknesses of the professor 
and course. When administrators view these category 
ratings over time and courses, they can identify areas of 
growth and progress, or the “Peter Pan syndrome” (no 
growth). Some administrators may find that subscale 
ratings provide more information than they need. At 
least, all of these ratings are available.

4. Use either of the preceding options in conjunction with data 
from other measures of teaching effectiveness, such as 
self-ratings, teaching scholarship, administrator rat-
ings, and teaching (course) portfolios. 

Conclusion
These options would satisfy the Standards for Edu-

cational and Psychological Testing and Personnel Evaluation 
Standards cited previously. All of the preceding options, 
except 4, draw on ratings readily available from the stu-
dent rating scale. It is simply a matter of how the ratings 
are reported for individual courses and across courses for 
each faculty member. Option 4 requires information from 
other sources, which would be preferable to using student 
ratings alone. Consider these options when reviewing re-
port forms offered by vendors for online administration.
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